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Outlier Detection using Machine Learning

This guide outlines how to create and configure an outlier detection workflow using loT Workflows in the
Data Platform.

Overview

Outlier detection is a process of identifying data points that deviate significantly from the normal pattern in
a dataset. These outliers often indicate potential issues such as equipment failures, anomalies in
production, or irregular environmental conditions.

By setting up an outlier detection workflow, you can:

® Proactively address issues before they escalate.
* Monitor production data for unusual trends.
* Integrate alerts and actions for seamless operations.
A generic Machine Learning (ML) workflow may look like the diagram below where we can see that we need

at least two tasks and two loT Event Definitions as we have to, first, trigger the ML Model for inference and,
and then to store the predictions into a Data Set. Once stored, we may visualize the data in Grafana.
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ML models need a dataset to be trained. This dataset is usually composed of a training set and a test set.
The training set is used to train the model, while the test set is used to evaluate the model performance.
Please check on the user guide into this topic.

Preconditions

Before creating an outlier detection workflow, ensure the following:

1. 1oT Event Definitions

Define the events or data streams you want to monitor, such as sensor data, production metrics, or
environmental readings.
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2. Access to Historical Data

Set up a dataset with a fair amount of high quality data to be used during machine learning
experiments.

3. Access to Data Platform ML Model
Ensure you have the right license to unlock ML capabilities in Data Platform.
4. Permissions and Roles

Verify that you have the required permissions to create and configure IoT Events / loT Workflows.

Steps to create an outlier detection workflow

Step 1: Define the loT Event

1. Navigate to the loT Event Definition view.
2. Create or Select an loT Event Definition:

¢ Define the data streams or events that may seem relevant to anomaly detection (example:
temperature spikes, production downtime, or sensor malfunctions). For the present scenario, we
will use dummy data and we will monitor Parameter 1 and Parameter 2 for unusual behavior. For
that we have created an lot Event Definition that is called reading, which comprises parameters of
type Decimal.

* Enable the data to be stored in a Data Set as the events are being sent. This Data Set will be used
to train our ML Model.

e A Data Set will be created with the same name and can be consulted in the lot Events folder.

® |n our exercise the Data Set will be called reading.
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Step 2: Train an ML Model

For this step, you need a dataset with a fair amount of high quality data. For this particular use case we
have a sample with two clear patterns. We need a quick way of segmenting data into two groups: normal
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and abnormal.

For that we will use isolation forest algorithm provided by Data Platform. After it is trained, we can use the
score parameter to identify anomalies by applying thresholds either within the workflow or in the Grafana
dashboard.
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Step 3: Create the IoT Workflow

1. Go to the l1oT Workflow section of the |oT Event Definition reading.

2. Select + to start creating a new workflow.

3. The Automation Controller Wizard will open.

4. Define the following:
* Change Set Name: A version-controlled label for the workflow.
* Workflow Name: A descriptive name - we shall call it anomaly-detect.
® Scope: Confirm it defaults to pata Platform.

5. Select Create to complete the operation. The loT workflow will open and can be consulted in the loT
Workflows section.
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Step 4: Configure the Anomaly Detection Workflow

1. Add the ML Task:
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® From the task library on the left, add a ML Task to the workflow.
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* Select settings and specify the pre-trained ML Model to apply for anomaly detection. The
parameters the ML Model expect as inputs should appear in the inputs tab of the ML task.

2. Set Input Data in ML Task

* Connect the parameters between both bocks, this is, the job start and ML task.
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©® info

Note we have created an loT Event Definition whose parameters have type Integer. To successfully connect the

parameters between the two blocks we need to apply converters. Over the lines, right select, and then select the
Converters button.

3. Add an API Post Event Task:

* To achieve this, we have created an lot Event called predictions where we can store both
parameters and the prediction outputs.

* Select settings, select the loT event and confirm the inputs. Select OK.

® Connect the ML task output to the API Post Event task inputs, as needed.

©® Info

Do not forget to connect each block state to activate the execution of the block ahead.

The image that follows is an example of a workflow, but without the event enrichment since we are not
storing the parameters next to the ML predictions:
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Step 5: Save and Deploy

1. Save the configured workflow.
2. Deploy itin a production environment to start detecting anomalies in real-time.

3. Monitor the workflow performance and adjust thresholds as needed.

Step 6: Visualize Anomalies in Grafana

1. Set Up Dashboards:
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® C(Create a Grafana dashboard to visualize detected anomalies.
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® Use panels like time-series charts, tables, or heatmaps to display anomaly trends and severity.

2. Add Filters and Annotations:

* Include filters for time ranges, event types, or severity levels.

* Annotate graphs

with anomaly events for better context.

3. Enable Real-Time Monitoring:

* Configure panels to refresh frequently, ensuring real-time updates.
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Here, we can immediately observe the abnormal data points by looking into the scatter plot and how the
ML Model efficiently detects the outliers. We can see from the time-series the period when the abnormal

behavior started.

©® Info

take action.

Best Practices

* Fine-Tune Models: Regularly update ML models with new data to improve detection accuracy.

e Set Appropriate Thresholds: Balance sensitivity to avoid excessive false positives or negatives.

* Monitor Workflow Performance: Use Grafana dashboards to ensure the workflow is operating as

intended.

By following these steps, you will have a robust anomaly detection workflow integrated with your Data
Platform, thus enabling proactive monitoring and rapid responses to unexpected events.
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